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INTRODUCTION

The need for direct instruction in thinking is evidenced from many

quarters including national reports on excellence (eg. A Nation at Risk,

1983), policy makin- o7ganizations (eg. the Education Commission of the

States, 1982) and the ,n intelligence (eg. Sternberg, 1983). Yet Bereiter

(1984) warns that unless thinking skills instruction is integrated with more

divergent goals and practices, it runs the risk of "going the way of all

frills." In other words, if viewed as another "add on" to the curriculum

thinking skills instruction will have little lasting effect on education. In

fac. one might interpret the back to the basics movement within education as

a reaction against the splintering effects of different educational programs.

For example, Block (1985) asserts that the creation of discrete programs for

select groups and select types of learning (eg. gifted and talented, learning

styles programs, brain lateralization programs) might have the effect of

reinforcing an antiegalitarian form of education. This is not to say that

the intent of such programs is not useful or needed within education. It is

to say that labelling them as separate program: might have the negative

effect of creating artificial anc harmful distinctions. As Condon (1968)

says, when we impose a label on a phenomenon we create a reality that

previously did not exist: "For better or for worse, wile names are learned

we see what w2 had not seen ..." (p. 31)

What appears needed is some framework in which thinking skills

instruction along with other needed instructional emphases can be integrated

into a unified whole. The purpose of this paper is to describe such a

framework -- one which can incorporate many of th,. arras recommended by

,:urriculum theorists and can meet the mandate by Sternberg (1984) that



instruction in reasoning and thinking be based on sound cognitive theory.

Specifically the model presented here incorporates instruction in

learning-to-learn skills, thinking skills, traditional content and basic

beliefs. These areas are consistent with those elements of the total

curriculum suggested by Tyler (1975) and Gow and Casey (1983). The model

is based on a unitary theory of cognition described by John Anderson (1983).

We will first consider the rudiments of that model and then its application

to instruction.

A UNITARY MODEL OF COGNITION

Developing a model which incorporates seemingly different curricular

goals implies a unitary theory of cognition nd behavior. That is, the

different skill areas mentioned above clAild be validly included in a singe

framework only if there is some underlying "sameness" to human cognition and

behavior. Theories of cognition and behavior which posit a single underlying

process are called unitary. A unitary approach has been the bases for

inforuation processing models explaining such constructs as problem solving

(Newell and Simon, 1972), inference (Lehnert, 1978) and general

schema systems (Bobrow & Winograd, 1977; Minsky, 1975; k & Abelson,

1977). Perhaps the most comprehensive unitary model is that developed by

Anderson (1983): "The most deeply rooted preconceptions guiding my

theorizing is a belief in the unity of human cognition, that all higher

cognitive processes, such as memory, language, problem solving, imagery,

deduction and induction are different manifestations of the same underlying

systems" (p.1) It should be noted here that this position is not universally

held among theorists in cognition. Anderson cites Chomsky (1980) as one of

the major spokesman for the pluralistic view of mental abilities: "...there
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seems little reason to insist that the brain is unique in the biological

world, in that it is unstructured and undifferentiated, developing on the

basis of uniform principles of growth or learniag --say those of some

learning theory or some yet-to-be conceived general-purpose learning strategy

--that are common to all domains." Recent years have seen a popularization

of the pluralistic view of mental abilities. For example, Gardner (1983)

posits at least seven different types of intelligence. In a similar vein the

educational interpretation of brain lateralization research (eg. Hart, 1983;

Zdenek, 1983) and the learning styles movement within education (eg. Kolb,

Rubin & McIntyre, 1974; Gregoric, 1979; Letteri 1982; Dunn and Dunn, 1978)

have added to the popular belief that cognitive abilities are distinct,

independent constructs.

It appears that the main criticisim of unitary theories is that they do

not account for wide differences in abilility within individuals. That is,

it would seem that a unitary model could not explain why most individuals are

adept at some tasks and inept at others. Regardless of this outward

appearance, unitary theories do in fact explain individual variance in

behavior and ability. As Anderson (1983) says: "This is not to deny that

there are many powerful special-purpose 'peripheral' systems ... However,

behind these lies a common cognitive system for higher-level processing."

(p.1)

Anderson suggests that human beings are continuously involved in two

basic activities: 1) recognizing information from the outside world end 2)

acting on that recognized information. A useful metaphor is that human

beings are continuously asking and answering the questions "What is it?" and

"What should I do about it?" (Rigney, 19801 These two questions map well

onto two basic types of information in long-term memory: declarative and

procedural.
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Declarative memory contains factual knowledge about the world. As Sywlester

(1985) puts it, declarative memory contains the who/what/where/when and why

facts about the world. Procedural memory contains information about

processes -- how to do things. For example, a sailor would know such

declarative information as the nam_s of various parts of a boat and the

characteristics of certain types of storms. She would also know such

procedural information as how to raise a sail and how to tack. According to

Anderson (1983) procedural knowledge can be described as mental programs

stored in if/then formats called productions. To use a simplistic example

assume that an individual has a program like that below:

IF: 1) it is snowiug and
2) the time is before 9:00 a.m. and
3) the snow accumulation is more than three inches;

THEN: must shovel the driveway.

Technically the if part of the program is called the antecedent

condition; the then part of the program is called the consequent action. If

the individual wakes in the morning and finds antecedent conditions 1, 2, and

3 met, then s/he will engage in the consequent action--shoveling the

driveway. This "production theory" model of procedural knowledge implies

that: 1) procedural memory is built from declaration memory and 2) using

procedural memory involves not only knowing a process but also when to use

the process. Relative to the first implication, if an individual did not

kn such basic concepts as snow, shovel and driveway s/he would not be able

to use the production. As Sywlester (1985) says "mastery of a procedure or

skill often begins at the declarative memory level" (p. 71). This assertion

is also consistent with research findings about learning classroom content--



namely that without the factual knowledge relative to the content, students

have little sucness in acquiring the more complex procedures within the

content area (Heller & Reif, 1984; Larkin, 1981; Anderson, 1982). Relative

to the second implication, the process the individual must know is shoveling

snow. In addition, the individual must know the conditions (Antecedent

conditions) under which the process is to be used. Thus, if the individual

knew how to shovel snow but did not know when to shovel snow his/her process

knowledge would be useless. Glasser (1981) calls these antecedent conditions

"comparison stations." Using a cybernetically based model he asserts that

comparison stations are central to human behavior. We are always looking for

or "controlling for" antecedent conditions. When we recognize information

(answer the question "What is it?"), we immediately check to see if this

information matches same set of antecedent conditions. (We ask the question

"What do I do about it?") If there is a match, we engage in some process

(the consequent action).

This cycle of recognizing information--looking for a match--executing

some process, is applied over and over at an unconscious level. Powers

(1973) claims that this cycle explains such microprocessess as cellular

activities and such macroprocesses as moral judgements. However, theory

indicates that in terms of cognitive behavior this cycle exists within a

larger cycle. That larger cycle includes attention focusing, goal setting,

epistemic thinking, and task monitoring. We will briefly consider each part

of that larger cycle.'

Both Glasser (1981) and Powers (1973) assert that individuals possess

thousands of comparison stations. Yet, classic experiments in psychology

(Norman, 1969) indicate that working memory has limited capacity. This

indicates that there must be some selection at any point in time as to which
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stations to control for. That is, we must engage in the process of

activating some stations--setting them to a ready state--and deactivating

others. This process is called attending. There are two basic types of

attention: automatic and voluntary (Luria, 1973). Automatic attention is

reflexive in nature- a reaction to stimuli; voluntary attention is under

conscious control. In other words, we are either consciously controlling

what we are attending to or reacting unconsciously to salient stimuli. When

we attend to a new set of stimuli we activate a new set of comparison

stations. For example, while driving at night you might voluntarily turn

your attention to the stars. At that point a new set of comparison stations

is set to a ready state. You begin to notice things about the sky of which

you were previously unaware.

At any pont in time the number of comparison stations which are set to a

ready state can be narrowed by setting a goal. Anderson makes the

distinction between data driven and goal driven behaviors. When a goal is

introduced into the cycle those comparison stations which relate specifically

to the goal are given a high state of readiness--a high potential for

activation. The potential for other comparison stations is dampened. Goal

setting, then, decreases even further the number of possible comparison

stations that can be activated. Neisser (1967) calls this a controlled

state; Lindsay and Norman (1977) call it a conscious state. Everything

becomes more streamlined because there are fewer options to consider.

It is at this point that epistemic thinking becomes a factor. Epistemic

thoughts are those that form the basis of ones reality. McCombs (1984)

asserts that this type of thinking is the driving force behind goal driven

behavior. To illustrate epistemic thoughts consider some basic elements of
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attribution theory. Weiner (1972) states that an individual's beliefs

(epistemic thoughts) about whether success on a task is dependent on his/her

effort versus his/her bility influences the individual's motivation for the

task and the probability that the individual will engage in future similar

tasks. More specifically, if an individual feels that effort is the key

ingredient in success then s/he is more likely to be motivated and engage in

future similar tasks. However, if the individual feels that ability is the

key ingredient in success then s/he will be less motivated and less apt to

engage in future tasks. In other words, a useful epistemic belief is that

sustained effort will eventually lead to success. Other epistemic thoughts

which seem important to goal accomplishment include a sense of control

(Harter, 1983), a sence of value for the goal (Frieze, Francis & Hanusa,

1983) and a commitment to precision (Whimbey, 1980).

Once an individual actually engages in a task--sets out to accomplish a

goal--the process becomes cybernetic. That is the individuals uses the goal

as a means of changing and correcting behavior much as a guided missle

changes direction and speed (corrects it behavior) based on the information

it receives relative to its approaching target. Key to this phase of the

cycle is a sensitivity to feedback (being aware of available information) and

self evaluation (determining whether the available information indicates that

the task is going well or poorly.) (McCombs, 1984)

The outer cycle, then, includes voluntary attention, setting goals,

monitoring epistemic thoughts and finally monitoring how well the task is

going. This outer cycle combined with the inner cycle describes a general

process which applies to many academic and nonacademic tasks. This two-cycle

model of human behavior can be used as a framework to house instruction in

learning-to-learn skills, traditional content, thinking skills and basic

beliefs. We consider each of these areas below.

.,
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LEARNING-TO-LEARN

It is the conscious control of the outer cycle which constitutes what I

am calling learning-to-learn skills. It appears that many of those

individuals considered successful in today's technological society are aware

of the outer cycle. For example, Peters and Waterman (1982) cite numerous

examples of top executives consciously using goal setting behaviors and

training themselves to be sensitive to feedback. Similarly there are many

very powerful training programs within business (eg. Tiece, 1976) which use

adaptations of the outer cycle as described here. However, within mainstream

public education few components are systematically taught even though there

has been a long-standing mandate from the research community that such

metacognitive awarenesses should be a formal part of the educational process.

For example, Weiner (1972) states that achievement enhancing epistemic

thoughts (attributions) should be systematically developed in children.

Brown, Campione and Day (1981) state that training in these activities has

the highest probability of sucess relative to educational objectives; McCombs

(1984) asserts that this area holds the promise of unlocking a door for

"those students whose deficiences preclude them from enjoying the positive

benefits of learning and self-development" (p. 216)

There are two basic approaches to introducing learn-to-learn skills

within the classroom. One is to use a learning strategies format in which

students are presented with specific algorithms or processes to use in

learning situation; the second approach is to introduce different elements of

the outer cycle into instruction not as an integrated process but as discrete

learning activities. We will consider each briefly.

8



A learning strategies approach provides students with a broad heuristic

or process initially learned as an ordered sequence of steps. Effective

learning-to-learn strategies have been developed by many (eg. McCombs, 1984;

Jordan & Merrifield, 1981). Using the outer-cycle metaphor presented here an

effective learning-to-learn strategy would necessarily include the following

components:

o voluntarily attending to a task

o stating explicit goals relative t( the task

o monitoring personal beliefs about: 1) control of and responsibility
for the task and 2) the need for and utility of intense and extended
effort.

o monitoring feedback to determine 'row well the task is progressing

o evaluating what worked and did not work after the task is completed.

During the pilot testing phase of the model presented in this paper

teachers were asked to create their own adaptations of a basic

learning-to-learn strategy using the elements described above. Figure 1

contains one such teacher-made adaptation for secondary level instruction.

9



FIGURE 1
Learningtolearn Strategy

1. Relaxing Phase:

Students are asked to relax and end whatever previous activity they
were engaged in.

2. Awareness Phase:
Students are asked to notice:

a. their level of distraction (eg. How much are you attending to
thoughts unrelated to this class?)

b. their attitude toward the class (eg. Do you believe the class
is valuable or not valuable? Do you believe the class is
interesting or boring?)

c. their attitude Coward working (Are you committed to being
involved in the class or do you want to coast?)

d. their attitude toward their ability (eg. Do you have a sense
of power about your ability to perform well in this class or
do you have a sense of sinking?)

3. Responsibility Phase:
Students are asked to:

a. hold off or "bracket" any thoughts unrelated to clas:-,
b. generate interest end value for the class
c. ;omit to being involved and exerting necessary effort
d. take a stand that they can do well

4. Goal Setting Phase:
Students are asked to:

a. set some specific goals for the class.
b. integrate the teacher's goals with their own.

5. Task Engagement Phase:
Students are asked to:

a. be aware of wh.e.ther they are getting closer to or further away
from their stated goals.

b. make any corrections necessary in thier own behavior or seek
help to further the attainment of their goals.

6. Task Completion Phase:
Students are asked to:

a. deterrrne if their goals were accomplished

b. evaluate What worked and what did not work relative to their
goal.

10



we learning-to-learn strategy in Figure 1 was used as an instructional

framework for all class activities much as the Hunter (1984) or Rosenshine

(1979) models are used as frameworks for instruction. That is, the beginning

of class was devoted to phases 1-4. During phase 5 students engaged in

normal content activities. Classes ended with phase 6.

The seccnd approach to develop learning-to learn skills is to present

isolated elements of the outer cycle. Typical components selected include

goal setting, attention training, cognitive restructuring and

self-evaluation.

Over forty years ago Sears (1940) found that successful students tended

to set explicit goals. More recently Brophy (1982) found that successful

students set increasingly more difficult goals. Bandurl and Schunk (1981)

found that learning goals must be proximal (short-term) rather than distal

(long-term) to hive an effecf- on learning and motivation.

Attention training involves creating an awareness on the part of students

of when they are and are not attending to a task. Most research in this area

has been conducted on impulsive students. For example, Goodman (1977) found

that small children could be trained to attend more directly for a longer

period of time. Similarly, Egeland (1974) observed that attention training

increased student reading performance.

Cognitive restructuring refers to a variety of techniques used to change

an individual's self-statements as well as the premises, assumptions and

beliefs underlying those self-statements (Meichenhaum, 1977). Commonly

cognitive restructuring involves using verbal mediation and affirmations.

Verbal mediation is simply talking to oneself about a task. Apparently the

act of "languaging" one's thoughts makes them more salient and manageable

(Ericsson and Simon, 1979). Affirmations are positive declarative statements



meant to replace negative self-beliefs and/or increase the salience of goals.

Harmon (1982) believes they should oe systematicfaly used in education.

Self-evaluation techniques usually involve monitoring progress toward a

goal. Techniques developed by Carno and Mandinach (1983) include

selectivity, planning and monitoring. McCombs (1984) states that

self-evaluation and regulation skills provide a basic structure for the

development of positive self-control.

Whether approached as a set of discrete skills or as ar integrated

strategy, there 'ppears to be a strong research and theory base to support

explicit instruction in generalized learning-to-learn skills as described

above. Basically such Pn emphasis would begin to convey the message to

students Lhat they must take an active role in the learning process. Baird

and White (1982) contend that only minor improvements will be made in

learning outcomes unless there is a fundamental shift from teacher to student

responsibility via direct instruction in such metacognitive strategies as

those described above.

TRADITIONAL CONTENT

Before discussing how traditional content can be taught within the model

we should first consider a definition of content. According to the Beginning

Teacher Evaluation Study (Fisher, Filby, Marliave, Cohen, Dishaw, Moore &

Berliner, 1978) and supporting studies (Berg. 1980; Rosenshine, 1980) the

content of the early grades reflects an emphasis on fundamental procedures in

reading and mathematics--the so called basic skills. As students progress

through the grades the emphasis shifts t? a knowledge of information about

such traditional areas as algebra, history, bialogy and literatur Such

knowledge is commonly referred to as "domain specific."

12
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Domain specific knowledge is a well-formed network of valid information

in an academic area and strategies for using that information (Doyle, 1983,

p. 168). This view of content knowledge is consistent with Anderson's (1983)

distinction between declarative and procedural memory. Declarative memory

contains the well-formed network of valid information; procedural memory

houses the strategies for using declarative information. Teaching

traditional content, then, requires instruction in both declarative and

procedural knowledge.

Declarative knowledge is fundamentally propositional and hierachial in

nature. Propositions are groups of concepts organizaed in such a way as to

be true or false. "Thus...'John' is a concept but is not information that

can be true or false in nature...where as 'John is ill' would be a

proposition because it could be true or false" (van Dijk, 1980, p. 207).

There is ample research evidence to show the primacy of propositions in

processing information (Bransford & Franks, 1971). That is, we naturally

organize information into propositons. They are so basic to the processing

of information that we might say they constitute a good operational

definition of an idea. The propositions within a content area are organized

into larger structures--groups of propositions organized in some systematic

way. Much of the current research in information processing has been devoted

to identifying those larger structures. Some of the more common

organizational structures include mazro-structures (Kintsch & van Dijk,

1978), facts (van Dijk, 1980), schema (RuLnelhart, 1975) and frames (de

Beaugrande, 1980)

Knowing the declarative knowledge within a content area, then, requires a

knowledge of the concepts, propositions and large organizational patterns of

propositions. This translates into some fairly straight-forward instruc-

13
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tional implications. The first implication is that concepts should be

systematically taught within content area classrooms. Concepts are

elementary 1:.ticles of thought. Klausmeier and Sipple (1980) state that

"concepts provide much of the basic mental materials for thinking. They

enable the individual to interpret the phsyical and social world and to make

appropriate responses. Without concepts with which to think, human beings

like lower form animals would be limited mainly to dealing with sensorimotor

perceptakl representations of reality that are closely tied to immediate

sensory experience" (p.4).

Within education the term "concept" is widely misused to represent a

variety of constructs. Here it is used in a fairly rigorous way. A concept

is the "socially accepted meaning of one or more words which express the

concept" (Klausmeier and Sipple, 1980, p. 78). For example, the word cis& is

a label society uses to represent the conceptualization of a set of

four-legged animals with certain characteristics. We might say that

vocabulary knowledge is the outward indication of an individual's store of

concepts. It is no wonder, then, that vocabulary knowledge has been cited as

one of the strongest predictors of general academic ability. For example,

Anderson and Freebody (1981) report that the strong relationship between

vocabulary and general intelligence is one of the most robust findings in the

history of intelligence testing.

Focusing on concept/vocabulary development as a key component of content

area instruction is not a new idea within education. It was Becker's (1977)

recommendation after a thorough analysis of the research on the various

interventions for the educationally disadvantaged that systematic instruction

in the basic concepts as defined by Dupuy (1974) should be an educational

priority. There are many theories about how best to teach concepts

14
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(see Mezynski, 1983 for a thorough review) and the level of effort that

should be devoted to direct instruction (see Nagy & Hermen, 1984). That some

level of direct instruction in basic concepts within content area classrooms

should occur seems well supported. More specifically, the model described

here asserts that teachers should identify those concepts (vocabulary words)

that are key to their content area and then systematically teach and

reinforce them.

The second implication is that students should be taught to recognize

organizational patterns in information they read and hear. It has been shown

that the more higher level organizational patterns are made salient in

written material, the easie7 the information is to process and retrieve

(Meyer, 1975; Kintsch, 1974; Frederiksen, 1975). Unfortunately most

textbooks are rot written in a fermat that makes these organizational

patterns obvious to students (Pearson, 1981). Similarly information

presented orally in content area classrooms is not organized into salient

patterns. For the most part, then, the burden is on the student to create

some type of organizational pattern for information read or heard. In fact,

studies indicate that better students look for or create patterns as a basic

comprehension strategy (Goetz, Palmer & Haensly, 1983); less successful

learners do not appear to have this metacognitive awareness. Fortunately,

current research also indicates that students caa be taught organizational

patterns and how to use them as a basic technique for understanding content

area material (Taylor & Samuels, 1983; Leslie & Jett-Simpson, 1983). This

suggests that the content area teachers should act as guides in helping

students see the various ways of organizing information within the content

area. Rather than viewed as static data to be learned as presented by the

teacher or textbook, content should be viewed as fluid information which can

be arranged in many ways to best fit the prior knowledge of the student.
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Hawkins (1974) refers to this as "unpacking" the curriculum; Bussis,

Chittenden and Amarel (1976) refer to it as accessing the "deep structure" of

the curriculum.

Befote leaving the discussion of declarative knowledge I should comment

on the exclusion of prositions as a unit for instructional focus. As

mentioned previously propositions are basic to thinking. The semiotic

extension theory asserts that humans are predisposed to organize information

into propositions (McNeill, 1975). In other words, organizing information

into propositions is so fundamental to thinking that no formal instruction in

the nature of propositions is necessary. Research supports this point. For

example, Sach (1967) found that while memory for specific aspects of a

sentence faded quickly, the memory for the propositional gist of a sentence

was remarkably stable. Similar findings have been reported by Pearson

(1974-75) and Bransford and Franks (1971).

Procedural knowledge includes knowing a process and when to use the

process. Recall Anderson's (1983) description of a production--an

information structure which includes a consequent action (a process) and

antecedent conditions (when to use the process). Although procedural

knowledge is an integral part of content area information, it is frequently

overlooked as a subject for direct instruction (Doyle, 1983; Bussis et al,

1976). For example, Beyer (1984) asserts that insufficient instruction in

procedural knowledge is a leading factor i- the poor performance of many

students. The implication is that content area teachers should identify

those procedures specific to their content and explicitly teach and reinforce

them. For example, a social studies teacher might identify such procedures

as map reading or locating information in a reference book. A mathematics

teacher might identify procedures for solving specific types of problems.

16
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This is not to say that a content area teacher should identify all procedures

within their area or that procedures should oe taught in a production format.

It is to say that the most important procedures within a content area should

be defined and explicitly taught to students. For example, Culler (1980)

suggests that there is a specific process to comprehending poetry. He states

that in the absence of this knowledge, an individual is almost totally

incapable of processing the information presented in a poem.

Research indicates that when learning a procedure an individual will

progress through three stages. Fitts (1964) calls the first stage the

cognitive stage. At this stage the learner can verbalize the process

(describe it if asked) and can perform at least a crude approximation of the

procedure. According to Anderson (1983) at this stage it is common to

observe verbal meditation, in which the learner rehearses the information

required to execute the skill. In the second stage, called the associative

stage by Fitts, the performance of the procedure is "smoothed out". At this

stage errors in the initial understanding :1 the procedure are detected and

dropped along with the need for verbal rehearsal.

During the third stage, the automomous stage, the procedure is refined.

It is at this leve, that the procedure becomes automatic as described by

Laberge and Samuels (1974). That is, the procedure once called on by the

learner is automatically executed and takes very little of the available

space in working memory.

Procedure learning, then, is a long process and would appear to require

many of the modeling, guided practice, individual practice and review
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..echniques recommended in the teaching models of Hunter (1984), Rosenshine

1979 and Good, Grouws and and Ebmeir (1983). It would also appear to require

far more emphasis within content area classrooms than it is currently

receiving.

THINKING SKILLS

Thinking skills as defined in this model are those skills considered

basic to cognition of all types yet not explicitly taught and reinforced in

public and private education. It is actually a misnomer to refer to them as

"thinking skills" since they are no more nor less components of thinking than

any other part of this model. However, since they are basic to reasoning and

generalize to learning in all content areas, they have bean given the name

"thinking skills" or "reasoning skills" in many current programs. Here I

follow that same convention. To understand these skills consider Figure 2

which contains an adaptation of Anderson's (1983, p.19) model of the basic

processes interacting with declarative and procedural memory.

Figure 2

Adaptation of Anderson's Model 2

Declarative
Memory

Retrieval

Storage Match

Working
Memory

diEncoding

Outside World
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Memory

Execution

Performance
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according to Figure 2 there are four functions which govern the

utilization of declarative and procedural knowledge: retrieval, storage,

matching and execution. "The storage process deposits permanent records of

temporary working-memory information into declarative memory. The retrieval

process brings these records back into working--memory. The match process

selects productions (procedures) to apply according to the contents in

working memory. Finally, the execution process creates new working memory

structures through production systems "(Anderson, p.47). We might say that

these four processes represent fundamental cognitive abilities. We will

consider each briefly. Before doing so, though, I should point out that any

attempt to transform a model of cognition into instructional pedagogy is at

best a rough translation. Most cognitive models (particularly the one used

here) describe cognitive processes at the micro level--a detailed, linear

analysis of the process or production being studied. For example, Anderson's

model was developed for a computer simulation program called ACT, Adaptive

Control of Thought. Clearly, instruction in thinking skills can not occur at

the level of specificity used to develop a computer program which simulates

human cognition. The procedures or "thinking skills" identified within these

categories are more macro-erocesses. In general all of the processes

identified within a category have tLe same basic goal (eg. storage and

retrieval, matching information); however, because they are macro - processes

there is some overlap of categories. That is, processes in one category

might share characteristics with processes in another category. They are

presented here more as an instructional framework rather than as models of

cognitive behavior.



1. Storage and Retrieval

Storage and retrieval procedures are combined here because, as far as

instruction is concerned, there is a great deal of overlap between them.

That is, those instructional procedures whi-h facilitate storage also

:acilitate retrieval Ire type of storage and retrieval technique is

"construction." It .s simply the process of organizing information for

efficient storage in long term memory. In more technical terms construction

is the act of organizating information into useful macrostructures. In

teaching terminology construction can be considered the process of

synthesizing. Van Dijk (1977, 1980) states that there are at least three

components to the construction process: 1) identifying general concepts that

subsume more specific concepts, 2) deleting information that has bee=t

subsumed under more general concepts and 3) inferring unstated

generalizations. This process has been translated into a procedure which can

be taught to students from the upper primary grades through high school

(Marzano, 1985).

A second type of storage and retrieval technique is the use

visualimagery mediatation (the creation of strong mental images).

Apparently, visualimagery mediation is basic to the operation of most memory

techniques (Bellezza, 1981; Paivio, 1971). It also appears that pe ple who

practice vis.zalimagery mediation become more proficient at it (Belleza,

1983; Bugalski, 1977). When combined with construction, visualimagery

mediation can be presented to students as a study skill technique.

A third category of storage and retrieval technique might be labeled

memory frameworks. Within this category are loci methods (Ross & Lawrence,

1968) and pegword methods (Lindsay and Norman, 1977). Basically memory

frameworks create "slots" with which students can associate information.



A common example is the rhyming pegword mnemonic (Miller, et al, 1960) in

which the following jingle is first memorized: "One is a bun; two is a shoe;

three is a tree; four is a door; five is a hive; six is sticks; seven is

heaven; eight is a gate; nine is a line; ten is a hen." A student, then

"deposits" information into each of the ten slots using visual-imagery

mediation.

Storage and retrieval techniques are most useful in learning content

area declarative knowledge. For example, they can be presented to students

as study skill techniques especially useful in preparing for tests. Storage

and retrieval techniques are also useful in the early stages of learning

procedural knowledge. For example, they may be used at the cognitive stage

when it is important that students have some verbal description of the

procedure.

2. Matching

Matching procedures are those which enable an individual to identify how

incoming information is similar to and different from information stored in

long-term memory. Within this model there are five types of matching skills:

1) categorization, 2) extrapolation, 3) analogical reasoning, 4) evaluation

of logic and 5) evaluation of value.

According to Mervis (1980) categorization is an essential skill because

"by categorizing a person is able to render the unfamiliar familiar, and

because one is able to generalize about an object based on knowledge about

its crtegory, one is able to know more about the object than just what can be

ascertained by looking at it." (p. 279) During categorization similar and

dissimilar characteristics of concepts are matched. Within classroom

instruction categorization is most easily reinforced as a supplemental

activity to vocabulary instruction (Marzano, 1984). That is, students can



be asked to categorize new vocabulary words as a reinforcement activity.

Extrapolation is the process of matching the pattern of information read

or heard with that of information from a different subject area or different

context. For example, the process of baking a cake can be extrapolated to

the process of making a car; similarly the examples supporting a

generalization about World War II can be extrapolated to the examples

supporting a generalization about politics. According to Alston (1964) this

type of thinking is similar to the basics of metaphor. Arter (1976) has

shown that it can be taught successfully even to young children.

Analogical reasoning is one of the most commonly included elements

within thinking skills instructional models. According to Alexander (1984)

few intellectual skills are as pervasive or as essential as the ability to

reason analogically. Within education analogical reasoning has become

synonymous with a type of reasoning problem of the Form A: B: C: . The

working dynamic of such problems is for students to identify the relationship

between A and B and then find an element to coincide with C which has a

matching relationship to that between A and B. Sternberg (1977) has

developed a four step process for teaching analogical reasoning within the

classroom.

Evaluation of logic is the process of matching the structure of

information with some formalized system of logic. Most commonly the system

developed by Toulmin (1958; Toulmin, Rieke and Janik, 1977) is used as the

logic criterion. Toulmin's model is easily translated into a system for

evaluating the logic of "claims". Students are taught to evaluate the data

used to generate the claim, the warrants used to support the claim and the

backing used to support the warrants.
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Evaluation of value is the process of matching information to some

internalized value system and then analyzing the logic of that value system.

Spiro (1980) has stated that this "attitudinal" characteristic of thinking is

the central aspect of cognition. It allows one to see the information base

from which judgments are created. This is akin to what Paul (1.984) calls

dialectic thinking which, he asserts, is a necessary skill for peaceful

coexistence.

Each of the five matching procedures is easily integrated into the

existing curriculum since each can be used in conjunction with content area

declarative information. For example, a statement (proposition) taken from a

social studies text might be used to reinforce evaluation of logic; a pattern

found in a science text might be extrapolated to a pattern found in

literature; analogies might be created as a way of integrating information

from different content areas.

3. Execution

Execution procedures build new cognitive structures or drastically

restructure existing information. I should mention here that virtually all

procedures mentioned thus far create new knowledge to a certain extent.

However, the procedures mentioned here are more singular in that purpose than

others within the model. There are three basic execution or knowledge

building procedures: 1) elaboration, 2) problem solving and 3) composing.

Elaboration refers to inferring information not explicitly stated in

information read or heard. Various categories of inference have been

proposed by researchers and theorists (eg. Bruce and Schmidt, 1974; Warren,

1979). Within this model three types of inference are proposed: 1)

elaboration of characteristics as defined in the early work of Hull (1920);

2) elaboration of causality as described in attribution theory (Weiner,



1978, 1980) and 3) elaboration of general background as defined in van Dijk's

(1980) description of a "fact." For all three types of inference the

Instructional process is basically the same. Information is selected from

content area material and one or more types of elaboration are applied to the

Information.

Problem solving occurs when an individual must "fillin" missing

information. This is at the cote of all pro')lems: a goal is desired and

information necessary to accomplish that goal is missing. Without missing

information no problem state exists. This missing information might be

procedural or declarative in nature. For example, if an individual were

trying to bake a cake but did not know how to separate egg whites from egg

yolks, the problem would be one of a missing part of a process. If a student

were asked to describe in detail (make a Leport on) the characteristics of

squirrels but did not know their food gathering habits, then, the problem

would be one of missing declarative information. Problem solving algorithms

have been developed for mathematics (Polya, 1957; Wickelgren, 1974), physics

(Reif & Heller, 1984) and general scientific application (Novak

1984). All of these algorithms are easily adapted to emphasize

of missing declarative or procedural information.

Composing is the process of creating new linguistic information. Within

mainstream education composing is usually thought of as a process involving

written language, although it can just as validly be thought of as an oral

language process. Nickerson (1984) identifies writing as one of, if not the

key orocedure for enhancing thinking skills: "Writing is viewed not only as

a medium of thought but also as a vehicle for developing it". (p.33) The

constructive nature of writing (its generation of new cognitive structures)

has been well documented. For example, Flower and Hayes (1980) assert that

and Gowin,

the salience
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writing is a generative process whist creates new ideas for the writer.

Similarly, many professional writers report that composing is the process of

finding out how the story turns out (Marzano & DiStefano, 1984).

Again, all three execution pri,cesses can be easily integrated into the

curriculum. Elaboration is commonly reinforced as a questioning strategy

used with content material. Problem solving is generally done in the

sciences and mathematics although more general applications have been

developed (eg. Gourley & Micklus, 1982) which cut across all content areas.

Similarly programs such as "writing across the curriculum" (Applebee, 1977)

emphasize the use of composing as a tool for developing synthesizing,

organizational and knowledge generation skills in all content areas.

BASIC BELIEFS

Basic beliefs refer to those epistemic thoughts which control broad

categories of human behavior. We dealt with some epistemic thoughts (eg.

beliefs about control. of and responsibility fo: a task) when we considered

learning-to-learn strategies. Here we consider more general epistemic

beliefs. Glasser (1981) and Powers (1973) call these beliefs controlling

principles. D_chnically a principle is a high level generalization which

governs selection of behavior (Klausmeier & Sipple, 1980). Basic principles

are so fundatmental as to be part of one's system of knowing what is real and

what is not-- in effect basic principles represent one's epistemology.

Commonly these 'asic beliefs are ignored as a formll part of the

curriculum yet, there is ample evidence to indicate that basic beliefs are

communicated and modeled in an inLrect, hidden way within the c,-riculum

(Giroux & Purpel, 1983). Such tteorists as Maxine Greene (1971) have long

argued that their inclusion in tne curriculum should be done on a more
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conscious basis. Adler (1982) as part of "column three" of the Paideia

Proposal suggests that basic beliefs should be systematically addressed in

the curriculum via Socratic questioning and active participation in the

discussion of books.

There are a number of areas which seem important relative to the

integration of basic belies into the curr--ulum. One of those areas appears

to be a trust in external causal support. Abraham Maslow in a paper entitled

"On the Need to Know and the Fear of Knowing" (in Harmon, 1982) pointed out

that humans are culturally taught not to trust themselves or the inherent

order of life. This creates what we might call an adversary stance toward

life--that is, a belief that circumstances will generally not support the

accomplishment of goals (eg. a belief in the validity of Murphy's law). This

leads an individual to be overly cautious and less inclined to take ricks.

However, a belief that somehow circumstances will, in general, align in the

accomplishment of goals hem been linked to creativity (Amabile, 1983; Fromm,

1982) and productivity (Harmon, 1982).

A second basic belief important to general behavior is the subjectivity

of perception. One of the more powerful scientific realizations within the

last aecade is that perception is fmidamentally subjective in nature. That

is we perceive only what we expect to perceive. This is most evident in

experiments on visual per^eption (Lindsay and Norman, 1977). Smith (1978)

dramatizes the subjective nature of human perception in his discussion of

reading comprehension:

What we have in our heads is a theory of what the world is like, a
theory that is the basis of all our perceptions and understanding of
the world, the root of all learning the source of all hopes and fears,

motives and expectancies, reasoning and creativity. (p. 57)
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In isolation this is a fairly deterministic view of humar cognition. If

we can perceive only what we expect to perceive we are tantamount to being

stuck in a perceptual "programming loop." However, along with the

realization that perception is primarily subjective--driven by paradigms

which create perceptual expectation--is the complementary hypothesis that

humans have the power to voluntarily shift paradigms at will given that they

are aware of the paradigm from which they are currently perceiving. This

concept of voluntary paradigm shifting has affected a wide range of human

endeavors from theory and practice in social science research (Skrtic, 1983;

Schwartz and Ogilvy, 1979) to economic theory (Henderson 1984-85) to human

productivity (Bodek, 1984-85). It would appear, then, that two basic beliefs

which exert a high level of control over cogniton might be stated in the

follwing way:

1. A belief that perceptions are subjective and are generated from a
specific point of view.

2. A belief that one's point of view is controllable and a willingness
to change a given point of view.

These two principles have been linked to creativity (Johnson-Laird,

1983), effective-problem solving (Wickelgren, 1974; Whimbey 1980; 1984) and

dialectic thinking (Paul, 1984).

In addition to those mentioned above, there have been many other

ca'egories of basic beliefs suggested as appropriate for systematic inclusion

in the curriculum. For example, Macagnoni (1979) states that basic beliefs

in six areas should be studied as a formal part of public education--beliefs

about physical, emotional, social, itellectual, aesthetic and spiritual
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principles. Goodlad (1983) stresses that public schools should explicitly

address beliefs relative to aesthetic expression, emotional and physical

well-being and moral and ethical character.

IMPLICATIONS

The major implication of' the model presented here is that the present

conceptualization of the -!ts of teaching and learning should be expanded far

beyond the domain of content area knowledge. Specifically the components of

the teaching/learning process should include: 1) learning-to-learn

strategies, 2) a new approach to content which emphasizes basic concepts and

organizational patterns of declarative knowledge and the developmental nature

of procedural knowledge, 3) basic reasoning skills in the areas of storage

and retrieval, matching and execution and 4) basic beliefs which are high

level controlling principles.

The "job" of teaching would necessarily include attention to all of the

components in an integrated fashion. The learning-to-learn strategies

described previously would form the general framework in which instruction

occurs. During content area instruction clear distinctions would be made

between that information which is declarative and that which is procedural.

Systematically atudents would be guided through storage and retrieval

techniques using content area information. Similarly students would be

presented with matching and execution activities as a way of reinforcing and

expanding their knowledge of content. Finally, areas of the content that

relate to basic beliefs would be highlighted and used as the platform for

Socratic dialogue.

Such an approach to teaching would be highly focused (involve

identifiable activities for specific purposes) yet broad in nature. It

would also necessarily change current practices in student assessment.



Doyle (1983) states that accountability drives the academic tasks

presented to students. Asa result students are especially sensitive to cue.;

that signal accountability. Students tend to take seriously only those tasks

for which they are held accountable (Carter & Doyle, 1982; King, 1980; Winne

and Marx, 1982). This implies that the areas described in this model should

be included in academic assessment. However, many of the competencies

described above can not be assessed via objective, multiple choice formats

(eg. students' abilities to use basic reasoning processes) and some

competencies have no "correct answer" to use as a criterion (eg. basic

beliefs). Consequently the inclusion of many of the components of this model

would necessitate a shift in the scope and practice of assessment.

Specifically assessment would utilize non-quantitative data gathering

techniques commonly associated with qualitative research. (eg. Miles &

Huberman, 1984) It has been suggested that without such a shift, formal

education will remain entrenched in current testing practices which commonly

are dicriminatory against certain socio-economic groups (Haney, 1984; Houts,

1977)

In summary, the model presented here would affect the very fabric of what

is considered academic content, the way it is presented to students and the

manner in which it is assessed.

Notes:
1. The reader should consider the outer cycle and inner cycle as

metaphors for the actual cognitive processes underlying these
operations. The intent is not to imply that these cycles represent

distinct independent processes. Rather the intent is to create a

framework which provides a basis for the identification of distinct

instructional practices which can be used in classroom settings.

2. Anderson uses the term production memory rather than procedural

memory. Production memory contains productions--the if/then formats

described previously. I have used the term procedural memory to

describe knowledge stored in production structures. This is more in

keeping with current educational interpretation of information

processing theory.
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